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Abstract—The aim is to estimate the camera intrinsic, extrinsic
parameters and radial distortion parameters using Zhengyou
Zhang’s method. The Zhang’s paper relies on a calibration
target (checkerboard in our case) to estimate camera intrinsic
parameters. The calibration target used is a checkerboard.

I. DATA PREPARATION AND INITIAL PARAMETER
ESTIMATION
A. Introduction

For any research in computer vision where 3D geometry is
involved, camera calibration is an important task. The camera
calibration matrix K is given by the following matrix:
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where f,, f, are focal lengths or scale factors, c,, c, are
principle points, skew is zero and radial distortions is ki, ks.
The steps are followed as follows:

1. First we approximate the (K) camera intrinsic matrix.

2. Using that (K), we estimate camera’s extrinsic parameters
Rotation(R) and Translation(t).

3. Then Non linear optimization is performed to minimize
the geometric error.

B. Data preparation and Initial parameter estimation

In this work, the checkerboard taken as a calibration target
has 9 inner rows and 6 inner columns and the squares pattern
has size of 21.5 mm. The pictures was clicked on Google Pixel
XL phone camera with locked focus and printed on A4 paper.
The sample of calibration target is shown in Fig 1.

Firstly, the pixel coordinates of each chessboard image
corners are found using cv2.findChessboardCorners function.
And considering (9,6) patternsize corresponding to the inner
corners a total of 54 corner points are found for each image.
Then, we define a 3D coordinate system for the detected 54
points. Here, the Z coordinate is kept O since the picture is in
2D plane. The relationship between the image coordinate and
the 3D world coordinate simplifies to:
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Where s is a scale factor, r; is the i*" rotation column vector
and t is the translation vector. Based on the given square size
of 21.5 mm, the coordinate system is as follows:

[0,0,0],[21.5,0,0], [0,21.5,0],

Fig. 1. Calibration target

[21.5,21.5,0],...[172,0,0]...,
[172,21.5,0],...[0,107.5,0], ...[172, 107.5, 0]

Here, we get the mapping of 3D coordinates and 2D pixel
coordinates. Then, we find the homography between the 3D
and 2D correspondence using direct linear transform. Each



corresponding pair can be used to create 2x9 matrix as shown:
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Multiple such points here 8 is stacked to get P. Then we

solve PH=0 to get H,

Then with the singular value decomposition (SVD) of P is

done. Once homography is obtained the matrix V is updated:

T
Vi — [ hithj, hithje + hishj, hiohja, ]
Y hishji + hiihjs, hizhjo + hiohjs, hish;s
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where " column og the homography matrix is

T
hi = [hi1 hiz hss]

Then we represent 2 homogeneous equation in b and for n
images, we stack n such equations and the system is solved for
b using SVD of V. Then after we get b we solve the intrinsic
patameters of the camera matrix using the below:
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The output is obtained as below:
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Fig. 2. Calibration target

The initial estimation of Calibration matrix:

2.06 —4.24 7.1
0 2.04 1.33
0 0 1

The extrinsic parameters for each image can be computed
using the following equations given below:

o= AA"1h
ro = AA " 1hsy
r3 =11 XTIy
t=AA"1hs

II. NON-LINEAR GEOMETRIC ERROR MINIMIZATION

Using equation [1] the error is calculated for each pixel
coordinates of each image and the error is obtained by taking
the twelve norm of the resulting vector which is same as
executing below over all points for all images.
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The errors after all points and on images is summed up and
is divided by (54*11) for mean reprojection error which is
1.249. The error can be decreased we need to target the error
with radial distortion which is then summed up over all points
of images to get the mean reprojection error and is divided by
(54*11) as done previously. This error minimization is done
by scipy.optimize.least_squares. The output for calibration
matrix after optimization is:

296 —-1.81 9.27
0 1.04 1.39
0 0 1

The output for the reprojected points plotted on the original
images are attached here where red denoted reprojected points
and blue denotes original corners.

Fig. 3. Output images with corners and reprojected points

Please refer output folder for rest of the images.

IIT. CONCLUSION

The technique specified in Zhang’s paper was successfully
studied and implemented to calibrate a monocular camera with
a reprojection error of 1.294.



