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Abstract—In this homework, I implement a version of Zhang’s
algorithm for automated camera calibration.

I. INTRODUCTION

Camera calibration is important especially for 3D applica-
tions. This process essentially is about calculating the focal
lengths, principle points, and distortion coefficients. In this
homework, we estimate such parameters and mesause the
performance of our implementation through re-projection error
for the checkerboard corners.

We use a checkerboard image printed on an A4 paper where
the size of each square is 21.5mm. In implementation, as long
as the square edge lengths are consistent, for the re-projection
metric, this need not be specified.

A. Solving for Approximate K or Camera Intrinsic Matrix

Solving for K relies on calculating the homography between
the checkerboard corner locations on the image and the known
relative locations of the checkerboard corners. To detect the
corners of checkerboard, I apply some image filtering and
masking and use the cv2.findChessboardCorners function.
This function returns the corners in the image coordinate
frame. I further run the cv2.cornerSubPix function to get sub-
pixel accuracy for those corner locations. From here, I calcu-
late the homography using the same function as implemented
in Project 1.

Using the homography matrix, I calculate the V matrix to
construct and equation like so,

Given above equation, it is trivial to solve for the b ma-
trix using SVD(Singular Value Decomposition). The mapping
from this b matrix to the values of the K matrix (Zhang’s
notation refers to this matrix as A) is pretty trivial as well.
This K and b matrices are defined as follows.

B. Estimate Approximate R and t or Camera Extrinsics

Likewise, given the homography and parameters of K, it is
trivial to get the extrinsic parameters with the following set of
equations.

C. Approximate Distortion k and Non-linear Geometric Error
Minimization

With intrinsics(K) and extrinsics(R—t) calculated, the last
missing matrix is the distortion matrix (k). Since distortion



is assumed to be minimal, our initial estimate is a simple 0
matrix. Given these three matrices, we can calculate the re-
projection as follows.

As can be seen from the table comparing the re-projection
errors, this works pretty well. However, we can ”fine-tune” our
K and k to perform better using some parameter optimization.
In this case, the problem is formally represented as follows.

I used the scipy.optimize.least squares function and opti-
mized the parameters of K and k to minimize re-projection
error.

II. RESULTS

In this section, I present the initial estimated and optimized
calibration parameters and re-projection performance for all
thirteen images given, however, I only show the first five
pictures side-by-side. All of these images were taken from
a Google Pixel XL phone with focus locked.

Here are the initial estimated Kest (intrinsic) and kest
(distortion) matrices.

Kest =

2054.52493 −0.376426223 764.572589
0 2039.21767 1348.66744
0 0 1


kest =

[
0 0

]
Here are the optimized estimated Kest (intrinsic) and Kest

(distortion) matrices.

Kopt =

2054.52493 −0.376426223 764.572590
0 2039.21767 1348.66744
0 0 1


kopt =

[
−0.01259005 0.09191314

]
Below is a table comparin the re-projection errors for

estimated and optimized calibration parameters.

Re-projection Error for initial
estimated parameters (L1 Norm) 0.7575416096971362

Re-projection Error for initial
optimized parameters (L1 Norm) 0.7436039624193288

Fig. 1: Image 0 corners (left) and re-projected corners (right)
visualized

Fig. 2: Image 1 corners (left) and re-projected corners (right)
visualized



Fig. 3: Image 2 corners (left) and re-projected corners (right)
visualized

Fig. 4: Image 3 corners (left) and re-projected corners (right)
visualized

Fig. 5: Image 4 corners (left) and re-projected corners (right)
visualized

III. DISCUSSION AND CONCLUSION

As can be seen from the side-by-side comparisons and
low re-projection error, the implementation of this automated
calibration algorithm performs well. The initial estimated
parameters work well, and the further optimization conducted
influenced the re-projection error only slightly. This is proba-
bly the camera used already had almost no distortion.
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