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Abstract—Homework 1 focuses on the estimation of the pa-
rameters of a camera. These parameters include focal length,
distortion coefficients, and principle point. Calibrating these
parameters is known as Camera Calibration. We will follow and
implement an automatic way to calibrate the camera using the
approach presented by Zhengyou Zhang [1].

I. INTRODUCTION

We have the camera calibration matrix K as:

K =

fx 0 cx
0 fy cy
0 0 1


and radial distortion parameters are denoted by k1 and k2

respectively. In this project, we will estimate the following
parameters: fx, fy, cx, cy, k1, k2. To calibrate the camera we
need a calibration target, in our case, we are using a checker-
board image as depicted in Fig. 1.

Fig. 1. Calibraiton Target

This checkerboard image is used as our calibration target. In
this image, each square is 21.5mm in size. The Y-axis has an
odd number of squares while the x-axis has an even number
of squares on it. It is a general practice to ignore the outer
squares (the row and columns of squares on the edge of the
checkerboard). We have been provided with 13 images from
a Google Pixel XL phone with focus locked, which we will
be using to calibrate.

II. INITIAL PARAMETER ESTIMATION

A. Acquiring Image and World Frame:

The first step in this process is to find the corners of the
checkerboard image using the cv2.findChessboardCorners
function. We take a 9 x 6 pattern size such that all the inner
points excluding the edges are covered. We have a total of
54 points. Fig. 2 shows how the image looks like when the
function is used.

Fig. 2. Find Corners

The next step would be to define the world coordinate frame,
in 3D, for all the points that are shown in Fig. 2. The Z value
for his coordinate system will be 0 as the checkerboard is on
the XY plane. Fig. 3 shows how the system looks like, it goes
up until the final value (X, Y, Z) = (172, 107.5, 0)

Now, we have the world coordinates, and the correspon-
dence between the world coordinates and the pixel coordinates
in 2D is available and is given by:
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Here, λ is a scale factor and ri is the ith column vector and t
translation vector.



Fig. 3. World coordinates

B. Solving for Approximate K (Camera Intrinsic Matrix):

For the closed-form solution, vector b which is shown below
is used. Also, DLT is used to find the homography H between
the 3D and 2D points.

b =
[
B11 B12 B22 B13 B23 B33

]
Here, matrix Bij is the matrix described in section 3.1

equation 5 in Zhang’s paper. We have the following equation
describing the solution to find the b matrix.

V b = 0

Here, V is a 2n x 6 matrix. If n ≥ 3, we will have in general
a unique solution b defined up to scale factor.

V =

[
vT12

(v11 − v22)
T

]
We can use the skewless constraint γ = 0 , i.e.;[

0 1 0 0 0 0
]

b = 0

C. Estimating Approximate R and t (Camera Extrinsic):

Let ith column of H (homography matrix) is hi. Once K is
calculated, we can calculate R and t using the formulas below.

r1 = λA−1h1,

r2 = λA−1h2,

r3 = r1xr2,

t = λA−1h3,

here, λ = 1/A−1h1. We get the R matrix as:

R =
[
r1 r2 r3

]T
Now, we take the initial value of distortion to be 0. i.e.;

Kc =
[
0 0

]T
This is considered to be a good initial point and also that we
have assumed the camera has minimal distortion.

D. Non-Linear Geometric error Minimization

Now that we have the initial estimates for K, R, t, kc, we
optimize the geometric error shown in the equation above.
We typically minimize this cost function to achieve the desired
results. We do so by using the scipy.opt.leastsquare function.

Formally, the optimization problem is as follows:

To reduce the error, the function needs to be minimized for
the error while dealing with radial distortion as well. we use
the below variables to get the distortion: k1 and K2 are radial

distortion coefficients. (u0, v0) is the principal point obtained
from intrinsic parameters.

III. RESULTS

Following what Zhang said and implementing it, we get the
the following outputs:

1) B matrix initial estimate:

2) Initial Estimate of K matrix:

3) Final output:



4) Reprojected points:
The final output after implementing the algorithm shows
the original points (purple) and the re-projected points
(yellow).

Furthermore, I faced some issues while optimizing the
model. The issue was that sometimes the opt.leastsquares
function would result like ”Value Error”, meaning that the

value is either NaN or inf. It was due to the random initial
value taken for re-projected error. I used the ”np.empty”
function to initialize the same. Changing it to np.zeros solved
the issue of ValueError. The technique was successfully im-
plemented in this assignment.
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