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I. PHASE I

In Phase 1. Boundary detection algorithm is implemented.
A simple method to detect boundary is to look for intensity
discontinuity in an image called edges. Probability of boundary
lite (pb lite) algorithm is been implemented along with the
Canny and Sobel baselines. pb lite considers texture and
color discontinuity along with intensity discontinuity. It mostly
suppress False positives that the classical method produces.
Figure 1 descibes about the entire pipeline of the pb lite
architecture. This method contains following subsections:

Fig. 1: Overview of pb lite pipeline

A. Filter Bank Generation

There are 3 types of filters that are used in this algorithm:
Oriented derivative of Gaussian (DoG) filter, Leung-Malik
filter, and Gabor filter. Illustration of these filters are presented
in figure 1, 2, 3. Oriented DoG filter is convolved with Sobel
filters and Sobel Kernel and the result is rotated. LM filters
uses first and second order Gaussian derivatives, Gaussians
and Laplacian of Gaussians. Gabor filter uses Gaussian kernel
filter modulated by sinusoidal plane wave.

Fig. 2: Oriented derivative of Gaussian filter,
generated with σ = 1; 3; 5; 7.

Fig. 3: Large Leung-Malik filter.

Fig. 4: Gabor filter.

B. Texton, Brightness, Color Map Generation

Input image is filtered with filter banks. Responses of
filtered image is clustered with KMeans function and is then
vectorized to get Texton, Brightness and color map. Texton,
brightness, and color map of all provided images are illustrated
from figure 4 to figure 13.

Fig. 5: T , B, C of image 2

C. Texton, Brightness, Color Gradient Generation

Gradients for each map are computed using difference of
values across different shape and sizes using Half-disc masks.
In order to compute the texture, brightness, and color gradient
map, we have to use the idea of half-disc masks. This map
helps to compute Chi-square distance on gradient maps which



Fig. 6: T , B, C of image 3

Fig. 7: T , B, C of image 4

Fig. 8: T , B, C of image 5

Fig. 9: T , B, C of image 6

Fig. 10: T , B, C of image 7

Fig. 11: T , B, C of image 8

Fig. 12: T , B, C of image 9

is better solution than looping over each pixels. These masks
are displayed in figure 14.

These gradient maps T g , Bg and Cg of all provided images
are displayed from figure 15 to figure 24.

Fig. 13: T , B, C of image 10

Fig. 14: T , B, C of image 10

Fig. 15: Half-disc masks generated with radius 1, 3, 5, 7.

Fig. 16: T g , Bg , Cg of image 1

Fig. 17: T g , Bg , Cg of image 2

Fig. 18: T g , Bg , Cg of image 3

Fig. 19: T g , Bg , Cg of image 4

D. Boundary Detection

The Mean of gradient maps are calculated and aggregated
dynamically with the Sobel and Canny baseline methods. The
results of all 10 provided images are illustrated from figure 25
to 34.



Fig. 20: T g , Bg , Cg of image 5

Fig. 21: T g , Bg , Cg of image 6

Fig. 22: T g , Bg , Cg of image 7

Fig. 23: T g , Bg , Cg of image 8

Fig. 24: T g , Bg , Cg of image 9

Fig. 25: T g , Bg , Cg of image 10

Fig. 26: Sobel, Canny, and pb-lite result of image 1

Fig. 27: Sobel, Canny, and pb-lite result of image 2

E. Result Analysis

From the output we can seen that Canny method has many
False positive and the detection is very sharp. In Sobel method

Fig. 28: Sobel, Canny, and pb-lite result of image 3

Fig. 29: Sobel, Canny, and pb-lite result of image 4

Fig. 30: Sobel, Canny, and pb-lite result of image 5

Fig. 31: Sobel, Canny, and pb-lite result of image 6

Fig. 32: Sobel, Canny, and pb-lite result of image 7

Fig. 33: Sobel, Canny, and pb-lite result of image 8

Fig. 34: Sobel, Canny, and pb-lite result of image 9

we see the boundary detection is too suppressed. We take
dynamic weights of the world(Canny and Sobel methods) and
aggregate with the results of pb lite outputs. This gives really
impressive reasults as we see in the figure.



Fig. 35: Sobel, Canny, and pb-lite result of image 10

II. PHASE II

A. Introduction

In Phase 2. Multiple Neural Architecture needs to be imple-
mented on CIFAR10 dataset. CiFAR10 Dataset has 10 classes
and has images of 50,000 with the size of 32X32. Needs
to implement custom models, Resnet, ResNext, Densenet
architectures. with various augmentation and standardization
techniques.

B. First Neural Network

CNN on CIFAR10 dataset with custom model has very basic
architecture with 2 convolution layers, 2 pooling, RELU as
activation function and 3 fully connected layers. Hyperparam-
eters are as follows 50 Epochs, 100 Mini-Batch, learning rate
= 0.01. Got Accuracy 67% on Train Dataset and 68.5% on
Test Dataset. Total Number of Parameters in Basic model is
62006.

Fig. 36: Confusion Matrix for First Neural Network Training
Set (Accuracy: 67.21%)

Fig. 37: Confusion Matrix for First Neural Network Testing
Set (Accuracy: 68.5%)

C. Improved Neural Network

Modified Network has many changes into the architecture
as well as into the augmentation of Dataset. In Architecture

Fig. 38: Accuracy vs No. of Epochs for First Neural
Network on Training/Testing Set

Fig. 39: Loss vs No. of Epochs for First Neural Network on
Training/Testing Set

BatchNorm Layers are been added and Network is more
Deep. In Augmentation techniques Horizontalflip, Padding,
RandomCrop, Normalization of data is done. Hyperparameters
are as follows 50 Epochs, 100 Mini-Batch, learning rate =
0.01. Got Accuracy 92% on Train Dataset and 83.52% on
Test Dataset. There was some overfitting with this architecture
at the given epochs as We get the accuracy but loss didn’t
reduced much. Total Number of Parameters in Modified model
is 5852234.

Fig. 40: Confusion Matrix for Improved Neural Network
Training Set (Accuracy: 92.452%)



Fig. 41: Confusion Matrix for Improved Neural Network
Testing Set (Accuracy: 83.52%)

Fig. 42: Accuracy vs No. of Epochs for Improved Neural
Network on Training/Testing Set

Fig. 43: Loss vs No. of Epochs for Improved Neural
Network on Training/Testing Set

D. ResNet

ResNet is a famous NN architecture which uses Resid-
ual Layers as skip connections, This network has definitely
improved accuracy with respect to loss. It uses 3 layers
of 16,32,64 Residual blocks. In Augmentation techniques
Horizontalflip, Padding, RandomCrop, Normalization of data
is done. Hyperparameters are as follows 50 Epochs, 100
Mini-Batch, learning rate = 0.01. Got Accuracy 86.8% on
Train Dataset and 82.91% on Test Dataset. Total number of
Parameters in Resnet Model is 1957384.

Fig. 44: Confusion Matrix for ResNet Training Set
(Accuracy: 86.8%)

Fig. 45: Confusion Matrix for ResNet Testing Set (Accuracy:
82.91%)

Fig. 46: Accuracy vs No. of Epochs for ResNet on
Training/Testing Set

Fig. 47: Loss vs No. of Epochs for ResNet on
Training/Testing Set



E. ResNeXt

ResNext architecture on CIFAR10 dataset has ResNext
layers where connections are splitted among the blocks and
skip connection is used. This architecture has 4 ResNext layers
with ResNext blocks and cardinality =2 and Bottleneck width
of 64. Used weight decay on SGD optimizer. In Augmentation
techniques Horizontalflip, Padding, RandomCrop, Normaliza-
tion of data is done. Hyperparameters are as follows 50
Epochs, 100 Mini-Batch, learning rate = 0.01. Got Accuracy
95.8% on Train Dataset and 87.91% on Test Dataset.Total
Number of parameters in ResNext is 9128778.

Fig. 48: Confusion Matrix for ResNeXt Training Set
(Accuracy: 95.8%)

Fig. 49: Confusion Matrix for ResNeXt Testing Set
(Accuracy: 87.91%)

Fig. 50: Accuracy vs No. of Epochs for ResNeXt on
Training/Testing Set

F. DenseNet

DenseNet is really Popular architecture used to classify
images on CIFAR10 dataset. It has 4 Dense layers with Tran-
sition of 6,12,24,16 and Bottleneck layers. It has Growth rate
equals to 32. Adam optimizer being used with weight decay

Fig. 51: Loss vs No. of Epochs for ResNeXt on
Training/Testing Set

of 0.005. In Augmentation techniques Horizontalflip, Padding,
RandomCrop, Normalization of data is done. Hyperparameters
are as follows 50 Epochs, 100 Mini-Batch, learning rate =
0.01. Got Accuracy 95.92% on Train Dataset and 88.51% on
Test Dataset. Total Number of Parameters in DenseNet model
is 6956298.

Fig. 52: Confusion Matrix for DenseNet Training Set
(Accuracy: 95.92%)

Fig. 53: Confusion Matrix for DenseNet Testing Set
(Accuracy: 88.51%)

G. Analysis

Here from the results DenseNet truly gives the better
accuracy and loss on Test dataset due to Transition layers
and growth rate of layers. Followed By ResNext wich had
bottleneck and split connections and skip connections. Surpris-
ingly Modified NN got better results but still there was some
overfitting on the Train Dataset, so easily Resnet performed
well with the residual layers of skip connections. Finally
Vanilla did performed well inspite of limitations discussed in
the subsection.



Fig. 54: Accuracy vs No. of Epochs for DenseNet on
Training/Testing Set

Fig. 55: Loss vs No. of Epochs for DenseNet on
Training/Testing Set


